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Strategy for Managing Fish, Wildlife, and Habitat Data

for the Columbia River Fish and Wildlife Program

1.0  Introduction

Natural systems including fish, wildlife and habitat
 are complex, interrelated, and ever-changing.  Data and information about natural systems are also complex, used and shared by many, and new data are constantly generated. This underscores the need for a coordinated data management strategy.   

The data management needs and challenges faced by the Northwest Power and Conservation Council (Council) and Bonneville Power Administration (BPA) in planning and implementing the Fish and Wildlife Program are often the same problems facing other resource management agencies. Today’s natural resource issues and their complexities have a tendency to overwhelm resource managers in a sea of data.  Most resource agencies are awash in data; yet when a concern arises, managers find themselves with a lack of issue specific information. 

Current practices have turned from paper towards digital technology, and each day of society’s continual adoption results in exponential growth of digital data. These technologies are rapidly integrating into research and monitoring studies and evaluation strategies, highlighting the fact that availability of technology is not the issue, but managing digital data is. 
We are awash in "regional reports" about salmon recovery - WA State of the Salmon, OWEB Biennial Report, PCSRF Report to Congress, CBFWA Status of the Resource, State Conservation Strategies (sort of), to name a few.  These reports contain very similar information, much of it overlapping, all of it related in a regional way, and a single entity may contribute data to three or four of the reports.  The question is when an entity like WDFW provides data to PCSRF, GSRO and CBFWA, are they providing the same data (quality, source, standards)?  is it being presented in a consistent way and in an appropriate way to how it was collected? are the different reports comparable at a local scale?  does the subbasin data in the State of the Salmon report roll up to match the ESU data in the PCSRF report?

 

With the technology improving on the ability to store and transfer data, the state, federal, and tribal agencies are being asked to send data all over the region to justify funding from state and federal legislatures, NGOs, and others.  It is absolutely in their interest to make sure their agency is providing the appropriate data, in a consistent way to these multitude of data users.

Resource managers and scientists understand that consistent use of data standards and protocols help refine the quality of data being collected, enhance its usability, as well as clarify its purpose. Most data are collected to support specific decision making processes.  However, for the Council’s Fish and Wildlife Program, data are used from a wide variety of sources to support regional decision making by a wide array of decision makers.  Without shared standards and protocols, resource managers have disparate data sets with fragmented information upon which to answer increasingly more complex questions at multiple geographic scales (e.g., site, watershed, sub-basin and basin, regional, state and national levels). The need for information for the Fish and Wildlife Program goes well beyond the responsibility of individual data collectors.  Therefore, a coordinated data management strategy is of critical need that addresses field data collection and storage and a design of regional data structures that are capable of moving information up the scale, from collection to reporting, to inform decision making. In building a coordinated data management strategy, we will help build a common understanding among the multitudes responsible for management of the Columbia Basin’s fish, wildlife and their habitats.

In a review of the Council’s Fish and Wildlife Program, the Independent Scientific Review Panel (ISRP) has consistently recommended standardized approaches that also allow for the integration of fish, wildlife and habitat goals and information
,
.  The Council, working with NOAA-Fisheries, conducted a detailed study of information needs for the Fish and Wildlife Program which outlined necessary steps to improve information management
. The ISRP also recommend that the fish and wildlife elements be fully integrated in the development of Subbasin Plans when they emphasized “coordination, subbasin-scale planning that integrates habitat, wildlife, fish goals, and that incorporates explicit consideration of ecological relationships, including linkages amongst multiple populations of fish, wildlife and their habitat”
. Lastly, the StreamNet project reviewed the fish and wildlife data management programs
, and recommended increased support for information management systems along with developing more efficient information management tools.   

The history of information system development in the Pacific Northwest region is, for the most part, ad-hoc. Typically, as different agencies, institutions or projects needed to manage information they mostly went about it independently, creating for example, their own databases, collection methods and reports. While there have been some efforts at consolidation or standardization they have not succeeded or been sustained across the basin as a whole.  These individual information systems are called disparate systems because they often don’t share the same operating system or language, don’t collect data of uniform quality or description and usually cannot “talk” directly to each other.
Over the last 15 years the Internet, geographical information systems, geographical positioning systems and advances in database technology have created technical ways to knit information from these disparate databases into common systems. Today’s challenge is to evolve existing systems in a coordinated manner to integrate with this new technology.
Many agencies and organizations legal responsibilities require decision making based on good science and in many other areas our work depends on environmental data that is: verifiable, highly defined, of high quality, accessible via internet technologies and is based on consistent or comparable methodologies and standards. Many of these needs are not being adequately met.  The Northwest Environmental Data Network (NED) is working cooperatively on actions and joint activities to improve the collection, management and sharing of environmental data and information in the Pacific Northwest region. For example NED goals include supporting and coordinating production of a regional data dictionary, the common use of query tools to metadata and the development of a data networking plan. NED is interested in supporting or helping to develop agreements, standards and protocols and the technology necessary to improve data sharing and discovery across multiple regional partners, and in identifying and promoting administrative, organizational and funding arrangements needed to support regional data management. NED does not intend to be a provider or a manager of data. 
The region has three general options for future data management decisions – status quo, a classical systems analysis approach, or a segmented approach. The features of each can be summarized as follows (adapted from the CIOC report).

· Status quo – Represents business as usual resulting in continued failure to share information and cope with the rapidly changing environment. This approach would result in business rework, decreased productivity, and lost and missed opportunities. This is the default strategy if programs are not implemented for new ways of managing information.

· Conventional approach – Requires a substantial initial investment in time and dollars. First, a framework must be developed that shows how to prepare an architecture description. Second, the current baseline must be described. Finally, a target architecture must be described. Only after these activities are completed, implementing needed architecture changes through design, development, and acquisition of systems can begin. Although this approach appears to be sound, it may result in "paralysis by analysis," because of the complexity of the Federal effort.

· Segmented approach – Promotes the incremental development of architecture segments within a structured enterprise architecture framework. This approach focuses on major business areas (e.g., grants or common financial systems) and is more likely to succeed because the effort is limited to common functions or specific enterprises.

The region is already moving with a segmented approach, but these efforts need policy support for continued development and implementation.  The purpose of this data management strategy is to unite these efforts under a common framework to optimize information sharing to support better regional scale decision making.

With effort, organization and the adoption of information system standards and protocols it is possible to create information systems that can “connect the dots” across disparate systems. The potential of connected systems to inform and improve regional decision making and outreach is very high for (at least): subbasin plans, project planning, salmonid recovery, scientific monitoring, water allocation and power generation and many other purposes.  NED has created a Fish and Wildlife Program workgroup to attempt to connect the dots for Columbia River fish, wildlife and habitat data to support the Fish and Wildlife Program.  The workgroup has adapted the Federal Enterprise Architecture Framework (FEA-Framework)
 as an approach for improving practices in the design, modernization, use, sharing, and coordination of information resources in the context of the Council’s Fish and Wildlife Program.
The Strategy for Managing Fish, Wildlife and Habitat Data for the Columbia River System’s Fish and Wildlife Program is a subset of data and information needs of interest to the Northwest Environmental Data network (NED), Pacific Northwest Aquatic Monitoring Program (PNAMP), NOAA Fisheries recovery monitoring, and other coordination efforts that are scoped at a broader regional scale than the Columbia River Basin (CRB).  There are other important regional processes where the types of data needs are similar to, and overlap with the Columbia River Basin.  For example, the States of Washington and Oregon and their Federal and Tribal Partners have wildlife and watershed management programs (e.g., salmonid recovery efforts) in areas outside of the CRB.  A preferred solution for the CRB would involve efforts to support broader state, regional or even in some cases national needs for consistency in data collection and reporting.

The purpose of this report is threefold. 

· Characterize the problems
· Offer a strategy to address the problems
· Provide a near-term (five year?) implementation plan
2.0 Present Information Management Approaches 

2.1 Sources of Information 
· Agency programs and systems

·  Largest source of data

·  Funded by agencies

·  Developed to meet agency mandates, not regional needs
· Existing systems typically:

· Contain most of the existing data on fish and wildlife populations and their habitats

· Were built to meet the management mandates of single agencies or programs

· Were created ad hoc as needs arose

· Use different technology and applications

· Use different definitions of the same data

· Have different levels of documentation of data , from very little to well described

· No single document describing data that all entities need

· Few formal business rules

· Evolve slowly

· Fish and Wildlife Program projects
· Reported in project reports
· Some may be available through existing data projects

· Variable levels of quality

· Practices can change rapidly as contracts are renewed
· Other sources

· Inter-agency projects
· Single purpose

· Limited duration

· Subbasin planning

· Hatchery reform

· Etc.

· Ongoing

· TAC

· PSC technical teams

· No clear “owner” of the information created

· Data are lost or not readily available
· Peer-reviewed literature 
· Often focuses on interpretation and synthesis of raw data

· Discoverable with existing search engines

· Published to the Web in an appropriate format

· Library catalogs

· Meets agreed-upon standards of quality (e.g. peer review; published metadata or QA/QC procedures)
· Technical reports (e.g. ISAB, PSC, agencies, etc.)

· Are generally known to exist

· Information is likely to be used regularly in management processes

· Some but not all is discoverable with search engine

· Variable level of quality

· May or may not be retained over time

Another classification might be:

· “White” information 
· Often focuses on interpretation and synthesis of raw data
· Derived metrics

· Peer-reviewed publications

· Discoverable with existing search engines

· Published to the Web in an appropriate format

· Library catalogs

· Meets agreed-upon standards of quality (e.g. peer review; published metadata or QA/QC procedures)

· “Grey” information

· Is generally known to exist

· Information is likely to be used regularly in management processes

· Some but not all is discoverable with search engine

· Variable level of quality

· May or may not be retained over time

· “Black” information

· Not discoverable with search engines

· Personal files

· Variable level of quality
· Often is discarded or lost over time
· Ephemeral information

· Not recorded – exists in peoples’ minds

· Gained by experience

· Lost upon retirement or death

· Often recreated periodically by staff turnover

2.3 Regional Information Needs 

Challenges

· Complex issues and user communities

· Multidisciplinary information needs - 
· Cross-jurisdictional data are required

· Assessments are made at large spatial scales (roll-up of local data)
· New reports and assessment tools create evolving information needs
Needs

· Business drivers

· SOTR

· BiOp M&E

· Recovery monitoring

· Subbasin planning

· Data Center functions

· Data collection standards

· Data quality – core QA/QC practices

· Identify and fill data gaps

· Internet accessible data

Approach

· Regional standards for core Best Practices

· Data capture

· Identify data gaps

· Data collection standards

· Data capture (into a database) schedule

· Data management

· Metadata

· Data dictionary

· Data formats

· QA/QC practices

· Data dissemination practices
· Timeliness

· Methods

2.4 Information Management Problems 

This vision for greater openness and sharing between today’s natural resource data repositories is shared by most of the data community. The present data networks and nodes have each developed using logical and internally consistent principles and frameworks. However, the individual frameworks have focused on meeting internal agency or program needs. Communication across diverse nodes and datasets was not a major consideration in the design of the present data networks and frameworks. Consequently, we are faced with data systems that have difficulty communicating with each other.
The existing models for managing sharing and exchanging regional information relied primarily on project-by-project, program-by-program or agency-by-agency technical solutions.  This has created multiple sources of information, collected with different methods, managed in different information structures, subject to different quality control and reported on different schedules and media.  Because cross agency or cross geography data sharing and exchange was usually not a part of most organizations missions there was little incentive to normalize the information or to reduce the disparities. Therefore collection, management and sharing solutions were typically developed to serve local needs – without consideration of the possible value of this information to a broader constituency of information users.  Often, too these models are not well documented – and the business practices and drivers are implicit rather than explicit in the each organization’s culture

· Data Collection
· Inconsistencies in what is collected

· Inconsistent data quality
· Data are not incorporated into strategic databases (or there is a long delay in doing so)

The PNAMP and CSMEP projects address issues related to what data are needed, how they should be collected, and what data gaps exist that should be filled by additional sampling programs - key aspects of the Columbia Basin Data Center proposal that are most appropriate for biologic specialists. Members of these projects are also well positioned to work with data management specialists to develop and agree on data definitions and formats across the region.
· Data Sharing
· No inventory of what is available

· Difficult to access data

· Data generated with public funds are not always readily available
The NED project, with collaboration from data collection and reporting projects, will help facilitate the efficient transfer of data between regional programs.  Building from existing projects and infrastructure would be the most cost effective and efficient means of improving data management in the Columbia River Basin.
· Data Usage
· No way to synthesize and communicate the data that do exist

· Significant gaps in existing data 
· Insufficient support for regional efforts (e.g. SOTR, recovery planning, subbasin planning, hatchery reform, etc.)
· Agency programs and systems

· Delays in getting data into strategic databases

· Delays in verifying “final” datasets

· Decentralized operations require longer to change

· Fish and Wildlife Program projects

· No clear directions on standards for managing data

· No clear and consistent directions on how to report data

· Other sources of information

· Value of data is not recognized beyond the immediate first use

· Provisions for data management are usually not included in projects

· No entity “owns” data that are jointly developed

2.5 Current Projects 
· StreamNet

· Northwest Habitat Institute

· Fish Passage Center

· DART

2.6 Experience Gained 

· Consistent data management practices (not just technology) require policy-level support

· The whole is greater than the sum of the parts – Data have value beyond their initial purpose

· Developing efficient methods to move data from field collection into organized databases will yield the largest initial benefits

· Effective information management is an ongoing effort, not an episodic task

· Data management schema may require both distributed and warehouse approaches
· Coordinating and planning ahead for data sharing is cheaper, faster, and provides higher quality data than acting after the fact
· An amount of uncommitted money (data placeholder) should be available annually to respond to unanticipated needs.
3.0 A Strategy for Moving Forward (look at the July presentation to NPCC for details under the following sub headings)
3.1 Inter-Agency Agreements and Commitments 
Most of the solution depends on adoption of administrative and business arrangements, agreements, and protocols – all of which depend on executive coordination and consent. The pilot target architecture represents an end to end approach to data collection, reporting, management (or handling), discovery and sharing and includes: more consistent use of best practices and standards by content groups, for example within PNAMP for collection of aquatic data, for systematic attention to data quality throughout data management, regional scale tools for making published data discoverable through metadata, and migration to distributed data base management technologies, and the development and use of data sharing agreements and practices to make data available that has either been unavailable at all or unavailable in a time to be used for needed.

3.1.1 Shared principles 
• Data should be owned and managed “at the source”, not duplicated by being pulled into a central warehouse or housed redundantly in multiple operational systems. This does not necessarily eliminate the need for NED or other organizations to compile and host some data (e.g., bandwidth issues, complex security issues, etc.), but it does minimize this requirement.

• Data will be accessed via a small number of standard interfaces. For our example three standards interfaces from the OGC are used: the WEB Mapping Service (WMS, maps rendered as images), the Web Features Service (WFS, actual geospatial data), and the Web Processing Service (WPS, computed results).

• Data will be exchanged using self-describing XML (eXtensible Markup Language) technology. Specifically, all data exchange will be based on a XML dialect defined by an XML Schema. This will include: GML for spatial data, SensorML for sensor data, XACML for security policies (or another XML security infrastructure if XACML fails to maintain support), and other dialects for other types of scientific data.
Principles Adapted from the FEA Framework document. Consider incorporating these ideas into the NED Best Practices document.
· Standards: Develop and adopt a core set of technology standards to achieve the vision. The region should adopt open system standards in which the interrelationships of components are fully defined by interface standards available to the public and maintained by group consensus. An open system architecture is the goal; however, initially only partially open systems will be attained. This principle could lead to use of JAVA and future JAVA-like protocols, which give a high priority to platform independence.

· Data Collection: Minimize the burden on data collectors. Data standardization, including a common vocabulary and data definition, will take time to achieve but is critical. A common organization eliminates redundancy and ensures data consistency. To ensure success, business units as well as IT personnel should be involved. Each data element should have a trustee accountable for data quality. 

· Functionality: Take advantage of standardization based on common functions and customers. Agencies should develop or design reusable components or purchase architecture components, recognizing that these items are designed to obtain a particular functionality. Standardization on common functions and customers will help resource managers implement future changes in a timely manner.

· Information Access: The region should develop a diversity of public and private access methods for public information, including multiple access points, the separation of primary or “raw” from analytical and derived data, and data warehousing architecture. Accessibility involves the ease with which users obtain information. Information access and display must be sufficiently adaptable to a wide range of users and access methods, including formats accessible to those with sensory disabilities.

· Proven Technologies: Select and implement proven market technologies. Systems should be developed based on global data classes and process boundaries. Systems should be decoupled to allow maximum flexibility. Incorporating new or proven technology in a timely manner will help Agencies to cope with change.

3.2 The Conceptual Approach 

With hundreds of entities in the Pacific Northwest involved with various portions of resource management, managing data is a daunting task.   Consequently, coordination and collaboration are principally targeted functions of a comprehensive data management strategy that starts by establishing partnerships among Networks (Figure 4).  These partnerships can vary in formality, from requiring binding commitments to simple agreements to collaborate, and are critical for successful data management across the region.  Formal agreements are preferred because they define the responsibilities for management of the information resource.

Networks are defined as a broad collection of organizations, entities, agencies, or Nodes (referred to collectively as “communities of interest”) that share similar roles in the overall data management schema.  Nodes are defined as organizations or agencies for which an agreement has been made that they will serve as the centralized location for different types of information.  Nodes would therefore be required to follow guidelines, standards, and protocols set forth in a shared Framework (described in subsequent sections). 

It is envisioned that there are three overlapping communities (Networks) in this strategy, and that some groups operate in several communities (Figure 5).  Each community is described below: 

1) A Data Provider Community, comprised of Data-Generating Nodes (such as a Monitoring Node), and other projects that generate raw data or facilitate providing access to raw data via the Internet; 

2) A Data Systems Community, comprised of Data- and Information-Distribution Nodes and projects. Groups working within this community provide data, information (derived data, analyses, and reports), as well as information tools and services; and 

3) A Data User Community, comprised of Client Data Users (which are sometimes Nodes, but often projects or individual entities).  

Each of the Nodes within the communities uses the Internet to facilitate collaboration via information exchange.  Further, each Node follows a general Framework comprised of appropriate (i.e. Network-specific) components, standards and protocols. A broad example within the Pacific Northwest of how several Protocols interact and collaborate, including data creation, flow and coordination is illustrated in Figure 6.  

The existing Nodes funded by the Fish and Wildlife Program include Fish Passage Center, StreamNet, Northwest Habitat Institute (IBIS), Data Access in Real Time, and the NED Portal.  These nodes are connected via the Internet to other substantial data sharing nodes funded through additional projects, State, Federal and Tribal agencies, and others.  

In a recent analysis of the first annual Status of the Resource report, in which a population abundance indicator was provided (where available) for every focal population identified within the Council’s Subbasin Plans, it was determined that BPA (the Fish and Wildlife Program) directly funds less than 22% of the data required to create the report (Figure 7), and cost shares on another 25% of the data.  Other tribal, state, federal, utilities, and NGOs, not affiliated with the Fish and Wildlife Program provide over 50% of the data necessary for regional fish and wildlife management decision making.      


Figure 4. Types of Networks: Data Systems, Data Providers, and Data Users. 
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Figure 5.  Networks as communities of interest accessible through the Internet.
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Figure 6.  Example demonstrating how several Nodes interact and collaborate to facilitate data creation, flow and coordination.
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Figure 7.  Funding sources for Focal Species Data in All Provinces (2005 Status of Fish and Wildlife Resources in the Columbia River Basin – Summary Report, November 2006).

The FEA framework is a conceptual model that begins to define a documented and coordinated structure for cross-cutting businesses and design developments in the Government.  The framework is flexible enough to be applied in an environment where the coordination is among multiple State and Federal agencies.  Collaboration among vested interests will result in increased efficiency and economies of scale.  Individual participants should use the framework to describe segments of their architectures.  Through implementation of the FEA for the Fish and Wildlife Program, the Council and BPA can promote shared development for common data management processes, interoperability, and sharing information among Federal, State, and Tribal entities and other non-Governmental organizations.  The FEA is recommended for use whenever Federal businesses areas and substantial Federal investments are involved with international, State, or local governments.  The value of the FEA framework is that it provides a mechanism for linking various architecture activities, and promotes the development of quick successes within an overall architecture plan.  This link allows individual organizations to work their architecture issues with the broader context of the FEA to reap benefits of resource sharing and interoperability.

This vision for greater openness and sharing between today’s natural resource data repositories is shared by most of the data community. The present data networks and nodes have each developed using logical and internally consistent principles and frameworks. However, the individual frameworks have focused on meeting internal agency or program needs. Communication across diverse nodes and datasets was not a major consideration in the design of the present data networks and frameworks. Consequently, we are faced with data systems that have difficulty communicating with each other. 
A major challenge to achieving this new vision is to agree on a common framework that can be used to organize joint efforts and approaches toward greater data sharing and better decision making in areas of joint concern. We propose to use the Federal Enterprise Architecture Framework as the organizing framework for moving toward more collaborative regional data efforts (Figure 8). This federal framework was developed specifically “to promote shared development for common . . . processes, interoperability, and sharing of information among” diverse information systems. Other reasons for organizing efforts with a FEA Framework include:

· The approach is robust and flexible. It was created by some of the leading systems architects in the world. It is unlikely we can do better, locally.

· It can be adapted to individual needs and is nonrestrictive.

· It is, or will be, already being used by federal resource managers as they review and modify their own information management programs.

· The conceptual approach is extensible to state, tribal, and NGO data management efforts.

· It provides a common language to address common problems.

· It integrates both business models and technical models for information management.
· We would not be recreating the wheel - Pacific Northwest natural resource data coordination problems are similar to the problems faced by federal agencies and addressed in the CIOC report.  
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Figure 8.  Federal Enterprise Architecture Framework.

The suggested strategy represents an end-to-end approach to data collection, reporting, management (or handling), discovery and sharing and includes: 1) more consistent use of best practices and standards by content groups, (e.g. within PNAMP for collection of aquatic data), 2) for systematic attention to data quality throughout data management, 3) regional scale tools for making published data discoverable through metadata, 4) migration to distributed data base management technologies, and 5) the development and use of data sharing agreements and practices to make data available that has either been unavailable at all or unavailable in a time to be used for needed.
When applying the FEA framework to the Columbia River Basin scale (Level II, Figure 15), the primary data needs support the Northwest Power Act, the Endangered Species Act as it applies to the Federal Columbia River Power System and recovery planning for other anthropogenic influences on fish and wildlife management.  These data consist of population, habitat and project information. 
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Figure 15.   FEA framework applied at the Columbia River Basin scale. 

An essential part of this strategy is to capitalize on data being collected by others (states, tribes, etc.) to support reporting at the regional scale for Fish and Wildlife Program implementation and effectiveness, which includes implementation of actions required under the various FCRPS Biological Opinions. 

The desired state of regional network data/information for populations, habitats, and human actions is a network of data networks that would provide decision makers, researchers and the public with access to comprehensive data/information they trust. Standardized regional data collection, quality assurance and storage protocols would be implemented and used by all data gathering and processing entities and all legacy data would be brought into conformance with standard storage schemas. Data gathered within any basin by any project on any topic (such as juvenile Spring Chinook out migration), could be included in queries, summary statistics or trend analyses encompassing other basins or projects in a timely and meaningful way. Processed data (information), in the form of interpretive reports would be indexed and easily accessible through search engine functionality. All data and information would be geo-referenced with common parameters to allow spatial analysis and presentation. Metadata and data dictionaries would be complete, concise, available via the web, and inclusive of the regional information spectrum. Most of the forgoing depends on a clear understanding of data content and the adoption of data standards/protocols for network participants.

4.0 Essential Elements for Implementation
4.1 Coordination and Cooperation 

· Develop core standards and practices that promote inter-agency information sharing while maintaining individual agency flexibility
· Create solutions that add value to the efforts of cooperating partners (e.g. 
4.2 Efficiency 

· Share expertise and solutions

· Automate tasks and procedures as practicable to reduce overall work load

4.3 Common Goals 

4.4 Work Within a Common Frame of Reference 

4.5 Adopt a Common Approach 

4.6 Share Responsibility for Implementation 

· Agencies incorporate Best Practices

· Share technology and applications (pool resources)

· Develop cost-share arrangements

· Test alternative technologies (e.g. PNWWQX, ISEMP< NED Portal, IDFG, etc.)
· Start with small scale pilot and prototype solutions for existing problems and gaps
4.7 Accomplishments to Date 

· Data sharing business rules (NED White Papers, StreamNet DEFs)

· New data layers (e.g. limiting factors, global warming, SBPs)

· Data needs & priorities (PNAMP Management Questions, BiOps)

· Data gaps (SOTR, etc.)

· Data collection protocols (CSMEP Study Designs, AFS book)

· Quality assurance guidelines (NED White Paper)

· Core metadata standards (USGS metadata training)

· Location and temporal data standards (NED White Paper)

· Names (CBFWA Amendment Strategy)
· Recent efforts provide alternative technologies (e.g. PNWWQX, ISEMP, NED Portal, IDFG)
5.0 Recommendations 
5.1 Best Practices
Adopt and implement a core set of information management Best Practices.
Standards and/or best practices are being developed, located documented and made available.  Depending on the needs of regional decision-makers these may be made mandatory or voluntary.  All of the standards and best practices are designed and focused on promoting interoperability and to support the architecture.

· Metadata tools. Metadata is essential for exchanging, sharing and using data. For distributed architectures they provide the basis for searchable indices of information

· Geographic data: latitude and longitude, map coordinate datum and map coordinate projection.

· Data collection storage and analysis: for example common calendar/data policy, methods codes, regional data dictionary, common monitoring methods, codes and station names

· Quality Assurance and Quality Control: Procedures and consistent approaches to complete quality assurance and quality checking. Users of data must be able to understand the quality of the data

· Documentation standards for data processing and analysis: Written material that explains how the product was generated and what assumptions were used. Much is maintained in a metadata record however it is important that detailed descriptions of data derivation be maintained.
· System security protocols: It is necessary to define security protocols and chain of custody, for certain shared data sets, for example: who has ability to create, update, delete or edit data files. Users also need to know that the data is backed up and/or mirrored data sets are available.
5.2 Small-Scale Feasibility Testing 

· Capture orphan data sets – requires data placeholder funds for ongoing implementation
· Hatchery reform project

· CSMEP analyses

· Improve data capture

· Evaluate existing applications for connecting tribal data

· Improve data quality

· Identify core practices (see Best Practices)

· Test applications for automating implementation

5.3 Actions in FY08-09 

These two years will be used to design and test critical missing pieces and practices to achieve the data system functionality called for by the ISRP and NPCC Data Center concept. While the focus will be on the Columbia Basin, NED will proceed keeping in mind broader geographic data issues. Some uses of this pilot period may only be applicable to the Columbia Basin, they will avoid approaches that may directly conflict with data management needs of participating agencies in their work outside of the Columbia Basin.
Realign existing projects within this framework, create pilot efforts to address gaps

Identify the priority data that needs to move from collection to reporting to provide the most cost effective and accurate information to support decision making.  This may include data format, metrics, and general best practices for data collection to support management needs.
NED Recommendations for Existing Data Projects at level funding

· StreamNet

· Reprioritize data efforts as requested by NED/CBFWA DMFS work group
· SOTR

· Develop plan to address internal agency data flow bottlenecks

· NHI

· Maintain IBIS and other existing data sets
· Develop plan to support wildlife assessment tools with CBFWA/WAC – e.g. CHAPS, IBI
· Work with wildlife managers to develop a database for support of operational loss assessments (e.g. how operational changes affect wildlife populations and functional relationships) c.f. Scott Soltz (wildlife M&E white paper)

· Assess and quantify secondary loss to wildlife due to reduce nutrient input from salmon losses.

Table X. NED recommendations for additional data efforts in FY08-09.
	CATEGORY
	NED

Task #
	DESCRIPTION
	COST

	Base Work Plan
	4
	Facilitated executive summit
	$6,000

	
	
	
	

	NED Pilot projects
	10
	Deploy NED Portal: 1.5 FTE
	$105,000*

	
	11
	Distributed DBMS for status, trend, water quality
	$250,000

	
	12
	Draft QA/QC practices
	$175,000

	
	13
	Capture & integrate Hatchery Reform data
	$100,000

	
	14
	Wildlife & habitat data collection tool
	$78,500

	
	
	
	

	Other pilot projects
	15
	Tribal anadromous & resident fish data
	$230,000*

	
	18
	Develop Protocol Manager
	In-kind cost share

	
	19
	Data collection standards (through PNAMP)
	In-kind cost share

	
	20
	Identify data gaps (with SOTR)
	In-kind cost share

	
	21
	Integrate FCRPS BiOp data needs
	In-kind cost share

	
	
	
	

	
	
	TOTAL ESTIMATED COST
	$944,500


· My SWAG estimate: needs review – Phil Roger
5.4 Actions in FY10 

Pilot projects developed in FY08-09 that prove feasible will be fully deployed in FY2010. Work on other pilot efforts will be adjusted as needed and continue. These efforts will likely require funding levels above the FY08-09 aggregate levels.
Appendix A:  Glossary

OGC - Open Geospatial Consortium, Inc.: non-profit, international, voluntary consensus standards organization that is leading the development of standards for geospatial and location based services. Currently there are 275 companies who are members of OGC including: ESRI, Intergraph, Oracle, IBM, …

GML - Geographic Markup Language: XML encoding for the transport and storage of geographic information, including both the geometry and properties of geographic features.

WFS - Web Feature Server: describe data manipulation operations on OGC Simple Features (feature instances) such that servers and clients can “communicate” at the feature level.

WFS Filter - Syntax for forming spatial queries in a WFS transaction.

WMS - Web Map Server: creation and display of registered and superimposed map-like views of information that come simultaneously from multiple sources that are both remote and heterogeneous.

SFS - Simple Feature SQL: specification application programming interfaces (APIs) provide for publishing, storage, access, and simple operations on Simple Features (point, line, polygon, multi-point, etc).

OGC-CS - Catalogue Services specification: defines a common interface that enables diverse but conformant applications to perform discovery, browse and query operations against distributed and potentially heterogeneous catalogue servers. The mregistry/repository can be used to hold:


► XML documents


► XML Schemas (XSD documents)


► UML models (XMI documents)


► Map Service configuration files (AXL, MapServer map files, WMS capabilities documents)


► Coordinate reference System descriptions (CRS documents)


► OGC Styled Layer Descriptor documents (SLD documents)


► Web Service interface descriptions (WSDL documents)

XML - eXtensible Markup Language: a syntax for data transport and a suite of specification for defining interoperability over the Web. Everything on these pages are

part of XML or XML related.

XML Schema - One way of defining the structure of a XML document. Replaces DTD.

GML is a set of XML Schema documents.

SAML - Security Assertion Markup Language: XML-based framework for exchanging security information based on the expression of security in the form of assertions about subjects. These assertions are stated using XACML.

XACML - eXtensible  Access Control Markup Language specification. Access is controlled by defining Access Control Policies in XACML and applying them to registry objects.

SOAP - Simple Object Access Protocol: a lightweight protocol for exchange of information in a decentralized, distributed environment. It is an XML based protocol that consists of three parts: an envelope that defines a framework for describing what is in a message and how to process it, a set of encoding rules for expressing instances of application-defined datatypes, and a convention for representing remote procedure calls and responses.

ebXML - a modular suite of standards for conducting electronic business. An initiative sponsored by the OASIS, a global consortium that drives the development, convergence and adoption of e-business standards.

ebRIM - Registry Information Model: specifies the abstract model for the objects and metadata contained in a ebXML registry.

UDDI - Universal Description, Discovery and Integration: like ebXML, but more restricted in scope than ebXML.

WSDL - Web Services Description Language: an XML-based language for describing Web services and how to access them.

XSLT - eXtensible Stylesheet Language Transformation: a language for transforming

XML documents into other XML documents. Example, you can use FME to transform a

ESRI Shape file into simple GML2 and then use XSLT to transform the data into GML3.

XPath - a language for finding information in an XML document (pointers from one

part of the document to another).

JTS - Topology Suite: a Java library that implements in a robust way the OGC Simple

Feature Specification. Developed in BC and Vivid Solutions is used around the world.

Galdos, Safe Software, and ESRI have all used JTS!

JUMP - Unified Mapping Platform: a Java GUI-based application for viewing and processing spatial data, providing a highly extensible framework for the development and

execution of custom spatial data processing applications.

uDig - Like JUMP but based on IBM’s Eclipse Java framework. Currently supports a GML2 WFS client.

FME - Feature Manipulation Engine: Is used for spatial data interoperability by transforming one format into another.

GeoTools - An open source Java GIS toolkit for developing standards compliant solutions. It provides an implementation of OGC specifications as they are developed.

GeoServer - An open source implementation of a WFS server. Currently limited to

GML2.

MapServer - The most successful open source implementation of a WMS. Very widely

used.

IMF - Internet Mapping Framework: A Java framework for developing Web mapping applications. Supports both OCG open specifications and the ESRI ArcIMS map server.







� Habitat includes water, air, land and other areas that species occupy


� ISRP Database Review, Report No. 2000-3


� ISRP Preliminary Review of 2007-09 Proposals, Report No. 2006-4


� Science Applications International Corporation, May 2003. Recommendations for a Comprehensive and


Cooperative Columbia River Information System. Report to the North West Power and Conservation


Council.


� ISRP Retrospective Report, Report No. 2005-14


� Data Management in Support of the Fish and Wildlife Program;, Schmidt, B., J. Anderson, B. Butterfield, C. Cooney, and P. Roger.  2002


� Federal Enterprise Architecture Framework.  Version 1.1.  September 1999.  Developed  by the Chief Information Officers Council. � HYPERLINK "http://www.cio.gov/Documents/fedarch1.pdf" ��http://www.cio.gov/Documents/fedarch1.pdf� 
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