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Best Practices for Regional Data Collection, Sharing and Exchange 
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1  Executive Summary (to be completed)
2  Background and Purpose

The need to share environmental data has grown significantly in the Pacific Northwest.  Many agencies and projects collect data.  The utility of those data beyond initial local or broader use would be enhanced if there was increased consistency in how data are collected, shared and accessed.   

Field sampling and other data collection efforts generate many different kinds of data. These data may be merged with other data sets and used for purposes that are different from the original collection purpose   In most cases, these data are generated through public funding, providing a strong impetus to make them available for use by other projects, agencies and the public.  

There is also an increasing need to understand and apply best practices to data collection, sharing and management efforts to ensure that data are of high quality, are readily available, and are understandable.  To the extent that these practices can be applied consistently across different programs, organizations and geographies there is recognition that the resultant data will be of greater use to more users.  

This document identifies best practices that are available for data collection, management or sharing efforts. The best practices are provided here for use by organizations that fund data collection, management or sharing (Funding Entities).  Some of these entities have expressed an interest in working towards more consistent practices in future data collection, management or sharing efforts.  It is anticipated that the Funding Entities may want to attach these best practices to contracts and internal data collection management or sharing efforts.  

These Best Practices are mostly generic, for use across many different types of data collection, management or sharing efforts.  It is not expected that the practices will fit all program needs.  

The NED Steering Committee is supportive of more consistent and uniform application of Best Practices.  Without consistent use of Best Practices our region  will continue, mostly, to operate with the current, less than optimal, ad hoc arrangements.
This document has been prepared by a small NED work Group: Bruce Schmidt, David Tetta, Phil Roger, Curtis Cude, Peter Paquet, Tom Pansky, John Piccinnini, and Stewart Toshach. It was first drafted by Bruce Schmidt, working with the StreamNet Steering Committee.  

3  Applying Best Practices
It is recommended that Funding Entities work with Data Providers to apply Best Practices to the data collection, management and sharing efforts they support.: 
Alternative 1) Organizations that are funding data collection management or sharing efforts (Funding Entities) may require Best Practices to be applied as standards within the data collection and management or sharing efforts that they support 

Alternative 2) Organizations that are funding data collection management or sharing efforts (Funding Entities) may require Best Practices to be applied as guidance within the data collection and management or sharing efforts that they support 

Alternative 3) Organizations that are funding data collection management or sharing efforts (Funding Entities) may require some of these Best Practices to be applied as guidance and some of these Best Practices to be applied as guidance within the data collection and management or sharing efforts that they support.

It is recommended that appropriate Best Practices for Regional Data Collection, Sharing and Exchange be attached to contract language, where it exists, between the Funding Entities and the Data Providers and incorporated within agency data management policies and practices to the maximum extent possible.
It is recommended that discussions between Funding Entities and data collection, management and sharing programs be convened before Funding Entities apply these best practices. 

Table x describes supporting Best Practices documents that are ready for use and those that need further development.

 Table  _____shows Funding Entities how to choose these options.  

4  Best Practices
Insert diagram showing relationship of these best practices to the end-to end data collection cycle

4.1 Collecting Raw data
4.1.1  Project Data
Information about projects is an increasingly important.  Many decision makers want to know basic information about the projects that they manage and projects that impact, overlap with or affect their projects and programs.  Decision makers also need to understand more about project performance and to look for opportunities for collaboration and cost effectiveness. There is therefore considerable interest in developing a consistent reporting language for regional project reporting.   
Where project level information is beign collected it is recommended that the following basics project information is collected in the following format and that the funding entity provide, at a minimum, a template of the needed information to the relevant Data Providers.  
Insert table of minimumproject reporting  information here

4.1.2  Field Data

4.1.2.1 Deciding How to Design and Plan a Field Collection effort

Best Practices begin with planning for data management.  While some organizations have established practices, others do not.  The practices recommended here are viewed as minimum considerations.  Deciding on elements of a collection effort are critical to a successful outcome 

The NED check list for data collection is recommended for use when designing and planning data collection and related data management efforts. See Check List for Organizing Field Collection and Management of Data http://www.nwcouncil.org/ned/DataDictionary.pdf

4.1.2.2 Deciding where and how often to sample.

Documented and field tested sampling methodologies are available.  The E.Map Statistical sampling methods have been identified as suitable for this purpose (Add reference).  For new data collection efforts it is recommended that Data Providers either use and reference the E.Map methodology or fully document the method that is being used.  Sampling methods provide a consistent way to decide how frequently samples should be taken and at what geographic intensity to be able to collect data at a defined level of statistical rigor.

 4.1.2.3 Deciding what method to use for making observations or taking samples

It is recommended that sampling methods be selected from the following sources.  Where the needed method is not available the data collector should identify and fully document the method that is being used.
	Type of Data Collection
	Source of Preferred Protocols
	Reference to Protocols
	

	Fishery and Habitat
	PNAMP
	
	

	
	Fish Protocols Handbook
	
	

	Water Quality Data
	National Water Quality Monitoring Board
	
	

	MacroInvertebrate
	PNAMP Guidance
	
	

	
	
	
	

	
	
	
	


4.1.3  Laboratory Data
Recommendation: All laboratory analyses should be completed, using standard analytical procedures and the procedures used should be documented in the laboratory metadata.  If standard procedures are not used the method that is used should be fully documented. 
Sources????

4.1.4  Other Data Collection
The use of satellite, aerial photography, and other remote sensing data is increasing.   Recommendation: When data is collected from these sources the methods should be fully documented in the metadata. 
Sources?????

4.1.5  Location and Time Related Data
Some data are ‘universal’ as a part of most data collection efforts. Time and location data are in this category.  
NED has developed Best Practices for Reporting Location and Time Related Data .  These Best Practices are recommended as a minimum standard for use when Data Providers are reporting location and time information .  Please see Best Practices for Reporting Location and Time Related Data. http://www.nwcouncil.org/ned/time.pdf

4.2 Reporting and/or Merging Collected Data
Some data is only managed within the individual program or organization that collects it and is reported for subsequent use by entering it into a spreadsheet or database, submitting paper forms for filing or many other methods. 
Other data reporting requires that the data is merged
 with other data to create a superset of data.  This could create a broader view, for example across multiple programs, organizations, or regions.  It could also be a more detailed view, for example by attaching detailed monitoring data to other data within a small area, or it could attach layers of detailed data to a single location.  
The details of how data is a reported and what is reported are critical for subsequent merging efforts.   Analysts and users of reported data not only need to be able to use the data that has been collected – they also need to know about how the data was collected and other information about the data – the Metadata referred to in 4.1.6 above.  
It is recommended that Funding Entities that have defined data collection and data reporting needs clearly establish the roles and responsibilites of groups that are involved in data collection, reporting and merging tasks.   
4.2.1  Data Coding and Exchange Formats
The PNW region does not have regional-scale coding systems for many data sets that need to be merged. However, some Data Providers have code lists for commonly used sampling or other collected data elements.  Use of these lists may or may not be required within agencies that have code lists.  To allow merging of different datasets, some data merging projects have developed standardized coding/formatting systems to support combining and storing data from multiple agencies or projects for subsequent sharing and exchange.  
For new data collection efforts: where the data elements are already included in a recognized exchange format, we recommend the use of that coding and format system.  
Recognized formats include the following:

StreamNet’s (www.streamnet.org) “Data Exchange Format”
Pacific Northwest Water Quality Data Exchange’s (http://www.ecy.wa.gov/pnwdx/pnwdx_main.htm) “Data Exchange Template”.  
ISEMP data formats .

Add  more references and put all this  into a table???
Where a recognized format is not available Funding Entities should work with the appropriate data specialists to ensure that the data can be output in a common exchange format for data sharing (how realistic is this – need to discuss). 
4.3 Data Analysis Products and Derived Data
Collected, reported and merged data is often transformed into derived data sets or data analysis products such as statistical analyses, spatial data layers, scientific or economic reports or policy documents. Derived data may be a raw data set that has been corrected or adjusted using an analytical formula.  Data products often involve the use of more than one data set and could involve the use of field, laboratory and project and other data.  
It is recommended that metadata be created for all derived data products. The metadata should reference the raw data sets that were used to create the derived data sets and describe the methods, including formula used to complete the analytical or other data transformations.  A reasonable test of adequacy for a metadata record is whether an independent data analyst can use the metadata to 1) locate the data sets that were used for the analysis, 2) complete the analysis described in the metadata, and 3) duplicate the same analytical outcome. 

4.4  Metadata

Metadata reporting should be completed when data is collected, merged, derived or developed into data analysis products.

Metadata reporting can not be optional. References or descriptions of data collection methods including statistical methodologies should be included as a part of the metadata record
.  Once a metadata record has been created it must be attached to, and travel with the data as it is used, derived and/or analyzed.

Metadata is a set of descriptive information that allows other users of the data to fully understand the data and how to use them.  Such descriptive information, or “data about the data”, is referred to as metadata.  It can include information about who collected the data, what data were collected, how the data elements are defined, how they were collected, what purpose they are intended for, where and when they were collected, and where the data now reside.  
Spatial data should comply with the minimum metadata standards as prescribed by the Federal Geographic Data Committee (FGDC, www.fgdc.gov/metadata).  While GIS professionals are fairly well informed with FGDC Metadata requirements, non-GIS data specialists, may not be as familiar.  Non-GIS specialists, who may often report tabular data
, should also comply with the minimum FGDC metadata standards.  Regional database projects can assist with questions about metadata.  

It is recommended that all Data Providers provide metadata that is FGDC compliant. A minimum metadata set includes the following: See Appendix____ (check that this is FGDC Compliant) Input from Tom Pansky re Metadata Training. Regional database projects can assist with questions about metadata.  

4.5 Making Data and Data Products Discoverable
Data that has been collected, reported, and or merged as consistently as possible, with careful attention to detail and with metadata documentation (as described above) can be readily discovered and then accessed.

Regular users of particular data holdings probably already know how to discover needed data and access it.  However, for new or existing data users who want to access data that they are not familiar with, there is usually a steep learning curve for data discovery.  Access requires detailed knowledge of the data location and how it can be accessed.
The Northwest Environmental Data Network Portal (http://nppc.bpa.gov/Portal) has been deployed to support data discovery and let users know where and how to access data – regardless of their prior knowledge of data-holdings.  The Portal functions by responding to queries across the web for relevant published metadata records.  These metadata records are then made available to the person making the query.  The response from the Portal includes details of how to locate the data and (when the metadata includes this information, links the user directly to the metadata for on-line access to the data itself.  
It is recommended that Funding Entities require that the metadata from work they fund or complete be published to the Internet in an Industry Standard Format, so that it can be found by the NED Portal.  

If the data is published in this way it will also be able to national web portals such as the NED Geospatial One-Stop (http://gos2.geodata.gov/wps/portal/gos).  To do this, the portal must have the metadata that describes the content and location of the data and the Data Provider must published the metadata as a web service in a format (XML) that the portal can harvest to obtain the most up-to-date metadata.  Alternatively, the Data Provider can post the metadata can directly to the web portal, with updates to the metadata at the portal as changes are made at the project.

The Portal does not provide access to metadata that is not published on the Internet.  It is recommended that Funding Entities arrange for Data Providers to publish their data on the Internet, either directly or through other services.
4.6 Making Data Accessible
When data has been discovered the preferred means of sharing data is via the Internet.  At a minimum, the data should be made available in an online accessible relational database or spreadsheet application, or if as text, in a delimited file format format so that it can be used for queries and copying to other applications.   Publication of data in .pdf format, or data that is summarized in project reports are not sufficient for data sharing.

Data files may also be made accessible through File Transfer Protocol (.ftp), links on a web page, an online database and data query system, an Internet Map System, a Distributed DataBase Management System or some combination of all of the above.  

In all cases, the existence of the data and the means to acquire the data should be described on the web page or other web service where the data resides.  Metadata for the data should be published in a format that can be harvested by the NED Portal.

Funding Entities have options for making data accessible.  Directly through the web services of the Data Provider, through an intermediary such as low/no cost commercial sites (e.g., Google), through a regional or national database project (e.g., StreamNet, Pacific Northwest Water Quality Data Exchange, etc.).

The approach selected  by the funding entity will depend on the needs of the project sponsors, the type of data being collected, the longevity of the project, its available IT infrastructure, and the Funding Entities desire to maintain the data and update them as necessary.

4.6.1 Directly to the Internet
A data management infrastructure sufficient to support a project website and a commitment to maintaining data holdings are required before a project can post and sustain data directly via the Internet.  Data can be posted in database or spreadsheet format for direct download from a project website, or through file transfer protocol (.ftp).  

Large data sets that require more extensive database management systems and more complex approaches to serving data, such as on-line data query tools and/or Internet Map Services, or DDBMS’s usually require more specialized expertise and capabilities.  Use of these resources may be beyond the purpose and available level of support for some projects and agencies.  

4.6.2 Indirectly through Regional Data Management Programs or Projects 
Some data collection and management efforts may be short term or not sufficiently staffed to provide for the management of databases and data distribution functions into the future.  In such cases, it could be more efficient and effective to utilize an intermediary such as a commercial data publishing service, regional database project, data warehouse or participation in a DDBMS to disseminate project data. 

In these circumstances it is recommended that the Funding Entity work with the Data Provider develop a solution to make the data discoverable and accessible over the long term.  

Existing public database projects, or private sector contractors could contract to make data accessible (a partial list is contained in Table 1 (add to the list) or provide archival services for any kind of data.  Where the data type of interest is already included in a regional database project, using the regional project to provide a data hosting and access solution should be considered as an option.  The database project would then be responsible for hosting the data and making it accessible.  Contracts would be needed to cover the data management task and to define the roles and responsibilities of the parties. 

Other arrangements would need to be specified where hosting and access needs are different or where the data provider does not have experience with the data set – requiring a modified exchange format.  These Funding Entities should contact relevent database project(s) early in their planning to discuss requirements and data formats.  
For example, fish related data managed in the StreamNet database warehouse for BPA are usually submitted by StreamNet project staff in the partner fish and wildlife agencies or directly to the regional database if they are data that do not conform to the StreamNet data exchange format.   Water quality data in PNWQDX are reported and maintained within databases in state environmental quality agencies while the exchange system provides the ability to directly query the agencies data without a separate data warehouse.  

Table 1.  Some Database / data warehouse projects in the Pacific Northwest (partial list).

	Name
	Website
	Data Types

	StreamNet
	www.streamnet.org
	Fish abundance (redd counts, dam counts, hatchery returns, etc.), fish distribution, 100K hydrography, fish related facilities (hatcheries, dams, barriers, passage, screens, etc.), hatchery releases, age, Protected Areas, etc.  Also will store and disseminate any other data.

	Pacific Northwest Water Quality Data Exchange
	http://deq12.deq.state.or.us/pnwwqx/
	Water quality, soil and sediment quality, tissue analyses, and population data

	Fish Passage Center
	www.fpc.org/
	Smolt migration, real time hatchery releases, hydropower releases, etc.

	Pacific Fisheries Information Network
	http://www.psmfc.org/pacfin/
	Commercial fish harvest data

	Recreational Fisheries Information Network
	http://www.recfin.org/
	Marine recreational fisheries data

	Regional Mark Processing Center
	http://www.rmpc.org/
	Coded-wire tag marking and recovery data, marked fish releases, etc.

	PIT Tag Information System
	http://www.psmfc.org/content/view/47/186/
	PIT tag release and recovery data.

	ADD others here LOOK AT NED INVENTORY
	
	Above list is mostly fish Centric.


4.7 Managing Data Quality
It is recommended that Data Quality procedures be, identified, developed and documented for all data collection and management efforts supported by Funding Entities.  Data quality should never be left to chance. Data quality applies to all data: project, field, lab, derived, data products and to metadata.
While there is no single perfect data quality procedure to apply to all efforts, sound practices and approaches are available.  What is most important is that data quality procedures that are used are explicit, are consistently applied and are documented.  

What is data quality?  The EPA Data Quality System (add reference) defines quality assurance as 

“an integrated system of management activities (planning, implementation, assessment, reporting, and quality improvement) that focuses on providing confidence in the data or product by ensuring that it is of the type and worth needed and expected by the client” 

and quality control as

 “The overall system of technical activities that measures the attributes and performance of a process, item, or service against defined standards to verify that they meet the stated requirements established by the customer; operational techniques and activities that are used to fulfill requirements”. 

Together these definitions describe what is commonly called data quality. Overall data quality control can best be provided by those people most familiar with the data.  Often this is the data collector – but attention needs to be given to data quality from collection through to sharing and exchange.
The following best practices will improve the quality of collected data and should be incorporated in the data collection process from the very beginning.  

REORDER- THE FOLLOWING LIST

· Well trained personnel should be used
· Data collection methods should be well designed prior to commencement of observations to insure that representative measurements are made with appropriate accuracy and precision to minimize error within a desired level of confidence.  

· The sampling design should be reviewed by a statistician

· Follow collection methods and record where there are any differences in the methods used. 

· Make copies of collection manuals and methods available to collectors and ensure that collectors are trained in the use of the procedures that they are using. 
· A data management plan should be developed

· Enter data into electronic format as quickly as possible

· Use double entry to validate accuracy when entering data from forms

· Use redundant data entry, such as voice recordings along with direct electronic entry when entering data in the field

· Automate data entry to the degree possible (pull-down lists, range checks, mandatory fields, review of summary statistics, etc.)

· Back up data immediately, archive in a safe, preferably different location

· Review the data at the end of each sampling session for obvious errors

· Errors discovered in the field or at any later review should be shared back to the data originators for correction in all versions of the data.

· Maintain close control of versioning of the data set.

· shortening data flow pathways from collection to storage
· limiting steps to process the data only once for each stage of treatment
· all checking for data entry errors should occur before reports are generated or the data are placed in permanent storage
· It is important to record the QA and QC techniques applied, and to include this information in reports and in the metadata associated with data sets.

· Data Quality Assurance and Quality Control steps should be documented in a data management plan. 
· Pay careful attention to work flow processes and procedures, for example use explicit version control to maintain a clear understanding of changes as they are made to data base records.

· Design a data collection procedure that minimizes the opportunity for data translation errors and train users.
Data quality management standards relate to how data are defined, coded, error-checked, documented, recorded, published and shared.  The consistent use of established standards greatly simplifies and improves the ability to combine, use and share data.  The Northwest Environmental Data-network (NED, http://www.nwcouncil.org/ned/) is working to recommend standardized guidelines and approaches for managing and sharing information in the Northwest.  To the degree practicable, project sponsors should adhere to guidelines published by NED or alternatively, other regional, national or international organizations
4.8 Maintaining Data (add more)
It is recommended that Contracts with Data Providers clearly set out responsibilities for maintaining data.  Data sets are seldom static.  Errors are made in collection or compilation that must be corrected. Updating as a result of corrections error checking and etc needs to happen in an organized way with clear tracking of serial versions of data sets.  
Upgrades and migration to Information Technology can affect data sets, and new staff can apply different approaches to data clean up.  Robust backup systems are critical to ensure that data is not lost because of power outages, operator error or catastrophic system loss or system failure.  Recommendation – a data maintenance plan needs to be an explicit part of the data management plan.

In addition, and importantly, there must be a plan for data archiving.  If it is important enough to collect data we should plan to archive it.  We do not know how collected data will or could be used in the future, but if we do not plan for data archiving we will never have the opportunity to find out.
4.9 Building a Data Dictionary
Every data collection project should have a data dictionary. A data dictionary is a critical component of metadata, letting users understand and correctly use data collected by others.  Add more.  A data dictionary should include definitions of all data elements, plus information on units of measure, format, field sizes, acceptable values; data coding; and information about the table structure and relationships may also be included.  Information about developing data dictionaries can be obtained from NED, which has developed Best Practices for Data Dictionary Definitions and Usage or a regional database project like StreamNet. Add url. PNWWQDX.  
4.10 Data Sharing Policy and Agreements

The ability to collect, document and share data, and the availablility of systems to locate data and download it with a few key-strokes does not mean that needed data will be shared.   There are many potential obstacles.  Data sharing policies and agreements support increased data discovery and access. 

Data collected or developed with public funds are public data and should be made readily available.  Within that premise, however, a number of policy issues should be addressed at a such as required timeliness of data sharing, the rights, if any, of the data originator to first use of the data, and the appropriate handling of sensitive data, etc.  
Recommendation: that these and other issues should be addressed in a regional Data Sharing Policy to be developed for executive policy approval.

Timeliness standards may need to be flexible depending on various circumstances.  As a general rule, raw annual monitoring data should be made available by the next monitoring cycle.  Secondary data that require analysis or processing might take longer, as per agency procedures, but should be made available as soon as possible, with the availability timeline specified in the metadata.  Individual Funding Entities should establish specific timeliness requirements for sharing of data as part of their contract requirements.

The right of first use of data by the originators to publish them should not obscure the need to share data.  Instead, limitations on subsequent use of the data by others can be specified in a formal signed Data Sharing Agreement as a requisite for obtaining the data during a specified period of time after data collection.  The requirement of such an agreement for obtaining the data should be stated in the metadata and the data plan.  An agreement could specify that other appropriate users may obtain the data but are prohibited from providing the data to third parties or from publishing the data themselves within the specified time period.  The specific conditions in the agreement should be developed in conjunction with the funding entity.

Handling sensitive data may require more individual consideration when access to data should be restricted to only certain kinds of agencies or programs for the protection of the resource.  Project leaders and Funding Entities will need to reach agreement on sharing sensitive data and assure compliance with any legal directives or agency policies.  How sensitive data will be shared and with which kinds of entities should be specified in the data management plan, and a Data Sharing Agreement that limits use of the data may be required.  Such limitations should be clearly stated in the metadata.

The Recommended Best Practices are as follows

Timelines, within which data should be made available should be a part of regional data collection projects.

Timeliness guidelines for making data available.

	Type of data
	Timeliness guideline

	Research data, in general
	Two years private use, or until published

After 2 yr., make available, with coauthorship to originator on subsequent publications.

After 4 yr, make available without restriction.

	Research data, from complex muti-year study design
	Where data should not be used out of design context, keep private until complete, or negotiate access with funding entity.  Provide a process for requesting access sooner.

	Monitoring data, primary (raw)
	Make available by next monitoring cycle (usually within approximately one year)

	Monitoring data, secondary
	Make available within two monitoring cycles, or per agency policy.  Provide process for requesting sooner.


From Curtis:
http://www.exchangenetwork.net/exchanges/TPA_Final_Report_Best_Practices.pdf links to the Exchange Network “Trading Partner Agreements - Analysis and Best Practices”.  It’s not as big as it looks.
http://www.exchangenetwork.net/exchanges/water/pnwwqx_tpa.pdf links to the Pacific NW WQ Data Exchange TPA.

Data Sharing Policy

4.11 Data Stewardship and Data Management Planning

Data Stewardship embraces all of the concepts and recommendations included in this best practices document.
Data management efforts are complicated and exacting and require considerable attention to detail.  The risks involved in data management can be reduced and the likelihood of success improved, by adopting data stewardship principles and practices. A critical component is the need to plan information management tasks.  Good planning allows for Data Providers, data users and Funding Entities to reach agreement on deliverables, time lines and performance.  Too often, without planning, data management deliverables are ad-hoc, poorly defined and take little advantage of available best practices.

We recommend that Funding Entities require and fund data management planning for all data management efforts and that these plans evaluate and deploy the  best practices identified in this document.

Such a plan does not need to be lengthy, but it should clearly describe how data are going to be collected, stored, managed discovered and shared.  Issues of sensitive data, timeliness of delivery, etc. would be detailed in the plan.  
The NED Checklist for Organizing Field Data Collection and Management of Data is recommended for use in developing data management plans.
6  Summary of Recommendations

Include here

6  Conclusion
This document identifies conventional and proven best practices that Funding Entities and Data Providers can use to improve the collection, sharing and exchange of data.. The document includes a set of recommendations – each of which relates to specific action or actions. 
.The extent to which the practices will be used will depend on decisions made by Funding Entities and adoption or acceptance by Data Providers. 
While the Best Practices would benefit any individual Funding Entity and data provider they would be most beneficial if applied across multiple Funding Entities and Data Providers.  The leverage gained, if many groups adopt the same standards and practices, is significant.  A cross entity executive level agreement to work collaboratively to adopt best practices is likely to be a necessary precondition to achieving widespread use of best practices. 
The benefits of these actions would accrue to data collectors through more efficient collection, funding entities and the public 
The Best Practices offer a cost effective and practical way to improve regional data assets that can lead directly to improved decision making.  The benefits to decision makers include improvements to:

· the quality of data leading directly to increased confidence in decisions; 

· our ability to discover and access data; and, 

· our collective ability to solve significant regional and cross jurisdictional issues that currently cannot be solved.
6 Appendices
 (NOTE THE APPENDICES HAVE NOT BEEN REVIEWED FOR CONSISTENCY OR RELATIONSHIP TO TEXT)
Appendix A

Suggested Minimum Contents for Metadata for Tabular Data

(Get citation for source of this table)  Is this different from FGDC metadata or is this the same?)

Should use FGDC Compliant Meta-data: Required fields have a red asterisk

. Metadata light? Or in addition to: 

In StreamNet SC…..where did it come from.

Stewart to cross check this list:    
Citation Information
Title: = "Name of the dataset." 

Originator: = "The name of an organization or individual that developed the dataset."

Pub. Date: = "The date when the data set is published or otherwise made available for release."

Location: = “the URL where data can be accessed, or the physical location of the data file”

Contact Information

Submitting Agency: = “The name of agency which submitted the list.”

Contact Person: = "The person responsible for providing access to the data."

Contact Job Position: = "The job position of the person responsible for providing access to the data."

Contact Phone: = "The telephone number by which individuals can speak to the organization or individual."

Contact E-Mail: = "The email address by which individuals can speak to the organization or individual"

Description

Abstract: = "A brief narrative summary of the dataset."

Purpose: = "A summary of the intentions with which the dataset was developed."

General Information

Project Name: = “The name of the project as used by the funding agency”

Funding Entity/Program: = “The entity and program providing funds to collect or create the dataset.”

Project Number: = “The number assigned to this project by the funding entity.”

Time Period: = "The year (and optionally month, or month and day) for which the data is applicable."

Geo. Extent: = "General description of the geographic location covered by the dataset."

Status: “Draft” or “Final”

Keywords: = "Generalized keywords to aid in searching for this document."

Intended Usage: = “A description of the intended ultimate use of the data (e.g. management decision, technical publication, peer reviewed journal, etc.)” 

Usage Caveats: = "Restrictions and legal prerequisites for using the dataset after access is granted."

Format: = “The native dataset format.”

Data Quality Information

Lineage-Source: = “A general description of the dataset source(s) and processing steps in it’s development.”
Appendix B

Draft Outline of a Data Management Plan

(For use between funding entity and project sponsor) (is this the same as the NED doc list or is it another version.  The text suggests it is the NED list?)  I think this was different from the NED list, but there are many similarities.  Add to and compare the NED list….
I. Project Description

a. Title

b. General description

II. Contacts

a. Project Leader

b. Person responsible for the data

III. Data

a. General Description

b. Collection methods.  Identify the manuals, standards or protocols being followed for data collection.  If no formal protocol is followed, provide general description of method.

c. Data capture.  Provide copy of field forms, or describe electronic tools.

d. What standards are being followed for data management (standard coding schemes, formats, etc.)?

e. Data dictionary (include data definitions, coding, units)

f. QA process / procedures

g. Data storage process and format (including data backup)

h. Where data will be stored (locally, and other databases)

i. Data “ownership” or control (describe)

j. Access to data (who, how)

k. Sensitive data (how this will be handled)

l. Long term data storage and dissemination

IV. Schedules

a. Description of data pathway and operations

b. Schedule for each node in the data flow

c. Methods for tracking data status

d. How and when data will be made available to others (schedule, rights of use, etc.)

V. Metadata

a. Provide metadata, if available at project initiation, or

b. Describe when and where metadata will be available

Appendix C

Option Pathways for Disseminating Data

These data sharing guidelines are dedicated to making data available over the Internet with metadata, and to the degree possible, in a regionally consistent format (including common definitions).  There are many specific ways to accomplish this, and the most appropriate for any single project may depend on a variety of factors, including size of the project, duration of the project, available expertise, available infrastructure, type of data being collected, and level of interest in maintaining data on the web.  The following flow outline should help summarize the options and help project leaders decide on which options to choose at various points in the overall process of making data available.

I. Data Collection

a. New data collecting project 

i. Determine if there is a regionally adopted data collection protocol (ask for assistance from PNAMP.  PNAMP can refer to experts based on the type of data being collected.)

1. If Yes.

a. Adopt the regional data collection protocol

2. If No

a. Adopt the protocol used by a majority of similar projects or agencies in the area or the agency with primary authority in relation to the type of data

3. If No and there are no examples to follow

a. Select the best protocol from literature or experts.  This is the least preferred option.  Try to avoid creating something new.

b. Existing project

i. Determine if there is a regionally adopted data collection protocol (ask for assistance from PNAMP.  PNAMP can refer to experts based on the type of data being collected.)

1. If Yes.

a. If agency agrees: Adopt the regional standard protocol.

b. If agency requires its own existing protocol:

i. Compare the protocols.  Attempt to make them as equivalent as possible

ii. Use the required agency protocol

iii. Manage the resulting data to conform as much as possible to the output of the regional standard, and make data available in the standard format.

iv. If data can not convert cleanly to be compatible with those from the regional standard, consult regional experts to determine if secondary (derived estimates) data can be compared and then make those available.

2. If No.

a. Use your agency’s protocol

b. If no agency protocol, adopt the protocol used by a majority of similar projects or agencies in the area or the agency with primary authority for that type of data.

c. If there are no examples to follow, select the best protocol from literature or experts.  This is the least preferred option.  Try to avoid creating something new.

II. Data Management

a. Data Coding/Formatting (including data definition, codes, format).  Assistance is available from NED and regional database projects.

i. There IS a regional or national data sharing format for the type of data (table z).

1. Contact the entity responsible for the format to obtain the details and any needed advice or assistance

2. Review data to determine its level of compliance with the standard

3. Convert data to the standard format if necessary

4. Use data in the standard format when posting for data sharing purposes

ii. There IS NOT a regional or national data sharing format for the type of data (table z).

1. Compare data format with agencies/programs with primary responsibilities for that type of data.

2. Adopt the definitions, coding and formats of that entity to the greatest degree possible.

3. Post data for sharing, with full documentation of the definitions, coding and formatting used.

b. Data Documentation

i. Develop metadata for data to be shared (Appendix A)

ii. Include a Data Dictionary as part of the metadata

iii. Include metadata with all data posted to the Internet for sharing

c. Quality Assurance/Quality Control

d. Data Sharing Policy

e. Data Management Plan

III. Data Dissemination

a. Posting data directly to the Internet

b. Posting data via an intermediary

i. Using a regional Database Management Project

ii. Using a commercial web posting service

Rationalization

Data collection

Many different agencies and projects collect similar kinds of data, but often with different approaches or methods.  This reflects the longstanding nature of many sampling programs, individual agency mandates, and the need to function effectively in local conditions.  At the same time, broad scale issues like ESA recovery, subbasin planning and multi-jurisdictional management are best served when relevant data from all sources can be combined and analyzed seamlessly.  Thus, it is best if projects use, to the greatest degree practicable, standard data collection / sampling methods.

Complete standardization is difficult to achieve due to variability in the purposes for sampling and the environments being sampled.  Also, absolute adherence to standards can stifle innovation or improvement of methods.  However, action to limit the number of acceptable sampling protocols, both within and between agencies, and fully describing the sampling protocols used would significantly ease the compilation of data sets from multiple sources and enhance data compatibility for broader scale use.  For example, the Pacific Northwest Aquatic Monitoring Partnership (PNAMP, http://www.pnamp.org) and the Collaborative Systemwide Monitoring and Evaluation Project (CSMEP, http://www.cbfwa.org/csmep) are working  to recommend sampling approaches and protocols for aquatic habitat monitoring and fish population monitoring. 
Posting data through a distributed database management system (DDBMS)
Distributed database management systems (DDBMS’s) “pull” data from multiple, databases, as contrasted with more centralized or warehouse approaches where all data are accumulated and stored in a single database. While a distributed database system is not in place for most fish or environmental data (other than water quality) in the Pacific Northwest, the NED has a policy to further explore the use of this technology.  Participation in such a system will require that data be collected and maintained in accepted exchange formats on the Internet.  An exchange web-node uses exchange technology to pull needed data from among all databases on request.  

A DDBMS approach could be applied at the field office level, at an agency-wide level, or through a database project, as desired by sponsors.   Key elements include the development and use of agreements on contents, definitions and exchange formats by participating agencies and projects.  

· Project level information

· Data collection i.e. for aquatic environment (PNAMP) 

· Data reporting 

· Data sharing

· Quality assurance

· Metadata reporting

· Document deliverables

· Locational data (GPS)

· Map coordinate projection

· Names e.g. sampling stations

· Calendar/date/time 

· Other? 
Some Funding Entities require that data from more than one program or organization is merged to create a single data set.  The degree of difficulty with which this task can be completed depends on the degree to which the data is similar.  Data that has been collected using the same protocols for collection, that has been subject to the same quality procedures, where the data is formatted in a common database language and where the data has an adequate metadata record will be much easier to merge than a disparate data set – without these common features.  Some data may be too disparate to be merged in any meaningful way.

Most agencies with responsibilities that reach beyond local jurisdicational boundaries have a need to merge data sets. 







� Data merging is also called data integration or data consolidation 


� A tool to help maintain metadata records, Protocol Manager, is currently under testing and evaluation and may be suitable for maintaining an inventory of available and recommended protocols.  


� Tabular data may often contain spatial data references for example: Latitude, Longitude, place names, Township, Section, Range. 
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