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Note: The original document was authored by Bruce Schmidt and the StreamNet SC with a StreamNet Focus.  At the NED 2007-03-07 meeting it was agreed that an effort could be made to reframe the document for use by a broader audience.  The extent of the audience needs to be confirmed by the NED SC.  At this point it is assumed that, at minimum it would need to meet the needs of NED signatories.  This version then, is intended to be less StreamNet centric and more regional. One issue is how much the document should focus on existing entities.  Entities will come and go while we might hope that Best Practices would survive institutional changes…do we want to separate the what(Best Practices) should happen from the how it will happen?
BACKGROUND and PURPOSE
The need to share environmental data has grown significantly in the Pacific Northwest.  Many agencies and projects collect data, and the utility of those data beyond initial local use would be enhanced if there was increased consistency in how data are collected, shared and accessed.   Data must also be maintained and accessible for long term use and not lost when a project ends.  Regional data, currently not collected or maintained at a local level could also be of benefit for local decisions, especially for cross-jurisdictional issues.
Programs that fund data collection and data development work, such as the Fish and Wildlife Program (FWP) of the Northwest Power and Conservation Council (NPCC), the Bonneville Power Administration (BPA), the Army Corps of Engineers, NOAA Fisheries, the States of Washington, Oregon and Idaho and Tribes have much to gain from using Best Practices.   
Field sampling projects generate many different kinds of data.  In most cases, these data are generated through public funding, providing a strong impetus to make them available for use by other projects, agencies associated with fish and wildlife management in the basin, and the public.  These Best Practices discuss aspects of data management that project sponsors should address under regional Data Sharing Agreements.
Applying Best Practices.  

Sponsors want to know how best to lever and condition regional data collection sharing and management efforts to ensure that the data is of high quality, is readily available, is understandable and where possible, is also of use to others.  This best business practices document identifies the types of practices that are available and how they can be used.  In some cases, more detailed work is needed to complete prescriptive practices (Table x describes Best Practices that are ready for use and those that need further development).  There is an important issue for project sponsors to decide.  Are the practices required or advisory? Are some advisory and others required?  The sponsors are in the best position to make these decisions.  If the practices are advisory they will be partially used.  If they are required the sponsors will need to ensure that data collectors, providers and managers comply with the best practices and  that the practices are adequately defined.   We do know that without consistent and uniform application of Best Business practices we will continue to operate with less than optimal, adhoc arrangements.
1) CURRENT BUSINESS PRACTICES
Data Collection (field sampling) Standards
Many different agencies and projects collect similar kinds of data, but often with different approaches or methods.  This reflects the longstanding nature of many sampling programs, individual agency mandates, and the need to function effectively in local conditions.  At the same time, broad scale issues like ESA recovery, subbasin planning and multi-jurisdictional management are best served when relevant data from all sources can be combined and analyzed seamlessly.  Thus, it is best if projects use, to the greatest degree practicable, standard data collection / sampling methods.

Complete standardization is difficult to achieve due to variability in the purposes for sampling and the environments being sampled.  Also, absolute adherence to standards can stifle innovation or improvement of methods.  However action to limit the number of acceptable sampling peotocols, both within and between agencies, and fully describing the sampling protocols used would significantly ease the compilation of data sets from multiple sources and enhance data compatibility for broader scale use.  For example, the Pacific Northwest Aquatic Monitoring Partnership1 (PNAMP) and the Collaborative Systemwide Monitoring and Evaluation Project2 (CSMEP) are working  to recommend sampling approaches and protocols for aquatic monitoring and fish population monitoring. Other groups are also working to improve consistency for collecting and reporting for other data sets, including project reporting data.

Project sponsors should utilize consistent sampling methodology to the greatest degree practicable.  Since many protocols are under development and have not been formally adopted or recommended, it is also advisable to participate in these voluntary efforts as standards are evaluated and recommended.  The specific sampling protocols followed should be fully described and documented in publications, and on the www.  A prototype Protocol Manager, currently under testing and evaluation, may be suitable for this electronic publication function.
Data Management (or data-handling) Standards

Data management standards relate to how data are defined, coded, error-checked, documented, recorded, published and shared.  The consistent use of established standards greatly simplifies and improves the ability to combine, use and share data.  The Northwest Environmental Data-network3 (NED) is a project with voluntary participation that is working to recommend standardized guidelines and approaches for managing and sharing information in the Northwest.  To the degree practicable, project sponsors should work together to identify and adhere to guidelines published by NED or alternatively, other regional, national or international organizations.  For example, NED has already published guidelines (“Best Practices”) for reporting location and time information, for creating a data dictionary, and for developing a data management plan.  Participation in NED to create additional guidelines and standards is encouraged.  So far, these standards relate to common types of information that describe or qualify the sampling effort.  They do not relate to the specific environmental metrics being monitored.
Data Coding/Formatting

Many agencies have code lists for common sampling elements that may be mandatory within the agency.  In the absence of agreed –apon regional-scale coding systems, various database projects have developed standardized coding/formatting systems to support combining and storing data from multiple agencies or projects for subsequent dissemination.  Examples include StreamNet’s4 “Data Exchange Format” and the Pacific Northwest Water Quality Data Exchange’s5 “Data Exchange Template”.  For new projects that are collecting data for the data elements already included in a regional exchange format, we recommend use of that coding and format system.  For other formats, project sponsors should work with the appropriate database project to ensure that the data can be output in a common exchange format for data sharing. We also recommend that work be undertaken to develop more standardization across the various “standard formats”
_(move references to foot notes)________________________________________
1  http://www.pnamp.org
2  http://www.cbfwa.org/csmep
3  http://www.nwcouncil.org/ned/
4  www.streamnet.org
5  http://www.ecy.wa.gov/pnwdx/pnwdx_main.htm
Data Documentation
For every data set there should be a set of descriptive information that allows other users of the data to fully understand the data and how to use them.  Such descriptive information, or “data about the data” is referred to as “metadata”.  It includes information about who collected the data, what data were collected. how the data elements are defined, how they were collected, what purpose they are intended for, where and when they were collected, and where the data now reside.  For geographic data for use in a GIS, the data should adhere to the minimum metadata standards as prescribed by the Federal Geographic Data Committee (FGDC, www.fgdc.gov/metadata), which should be familiar to all GIS professionals.  When an accepted metadata standard is created for tabular data
, it should be followed.  Until such a standard is available, project sponsors should provide descriptive data that, at a minimum, contain the information described in Appendix A.  Regional database projects can assist with questions about metadata.
Data Dictionary

A data dictionary is a critical component of metadata, letting users understand and correctly use data collected by others.  A data dictionary needs to include definitions of all data elements, including information on units of measure, format, field sizes, acceptable values; data coding; and information about the table structure and relationships if in a relational database.  Additional information about developing data dictionaries can be obtained from NED, which has developed Best Practices for Data Dictionary Definitions and Usage or a regional database project like StreamNet.
Quality Assurance / Quality Control
The American Society for Quality defines the term quality assurance as “planned and systematic activities implemented in a quality system so that quality requirements for a product or service will be fulfilled
,” and the term quality control as “observation techniques and activities used to fulfill requirements for quality.”  Data collection methods for environmental data should be well designed prior to commencement of observations to ensure that representative measurements are made with appropriate accuracy and precision to minimize error within a desired level of confidence. Statistical techniques should be employed early during data collection to evaluate the performance of the data collection, correction and validation methods . Data collection procedures should include redundant data entry and backups, employ well trained personnel, have the study design reviewed by a bio-statistician, and apply appropriate data validation tools as critical elements of quality control.  Computers allow many quality control steps to be automated (e.g. pull-down lists, range checks, mandatory fields, review of summary statistics, etc.) but overall data quality control is best provided by those people most familiar with the data.
Development of data quality methods described in this document will help to ensure data quality, however data quality and data quality procedures need to be developed and documented to meet the actual needs.  Other generally useful data practices include shortening data flow pathways from collection to storage and limiting steps to process the data only once for each stage of treatment.  For example, all checking for data entry errors should occur before reports are generated or the data are placed in permanent storage.  It is important to record the QA and QC techniques applied, and to include this information in reports and in the metadata associated with data sets.  Data Quality Assurance and Quality control steps should be documented in a data management plan.

Data Sharing Policy

Unless there are compelling reasons to the contrary, data collected or developed with public funds should be considered public data and should be readily available.  Within that premise, however, a number of issues related to data sharing should be addressed at a policy level, such as required timeliness of data sharing, the rights, if any, of the data originator to first use of the data, appropriate handling of sensitive data, etc.  We recommend that these and other issues should be addressed in a regional Data Sharing Policy to be developed by a regional entity for executive policy approval
A regional data sharing policy should take into account the needs and rights of the data originator.  Originators may need time to fully analyze their data and complete manuscripts and management recommendations, leading to concern over early public release of the data.  A regional data sharing policy should identify the rights of first use while supporting needed access by subsequent data users.  Limiting the amount of time that data originators have to the exclusive use is one possibility. 
Timeliness standards will need to be flexible depending on various circumstances.  For example whether the data is from annual monitoring or is a part of a multi-year sampling design.  Negotiations between project sponsors and funding entities will be needed as a part of a process to develop time lines for data availability. 
Handling sensitive data is another important.  Project sponsors and funding entities will need to work together to develop solutions on sharing sensitive data, and such limitations should be specified in a data management plan.
Data Management Plan
A regional data sharing policy would require a data management plan for every project that collects data.  Such a plan does not need to be lengthy, but it should clearly describe how data are going to be collected, stored, managed and shared.  Issues of sensitive data, timeliness of delivery, etc. would be detailed in the plan.  One suggested approach to developing a data management plan is outlined in Appendix B.  The NED Checklist for Organizing Field Data Collection and Management of Data may also be useful in developing a data management plan.
2) DATA DISSEMINATION
The preferred means of sharing data is via the Internet.  At a minimum, the data should be posted in a format that can be queried to allow subsequent data use, such as in a relational database or spreadsheet application, or if as text, in a delimited file format.  Publication of data in .pdf format, or data summarized in project reports are not sufficient for data sharing.
Data files may also be made available through File Transfer Protocol (.ftp), links on a web page, an online database and data query system, an Internet Map System, a Distributed DataBase Management System or some combination of all of the above.  In all cases, the existence of the data and the means to acquire the data should be described on a web page.  For very large data sets, the means to obtain the data should be publicized on the project website.
The data should also be published so that they can be located through regional or national web portals such as the NED Portal (http://nppc.bpa.gov/Portal) or Geospatial One-Stop (http://gos2.geodata.gov/wps/portal/gos).  To do this, the portal must have the metadata that describes the content and location of the data.  Ideally, the metadata should be published as a web service in a format (XML) that the portal can harvest to obtain the most up-to-date metadata.  Alternatively, the metadata can be posted directly to the web portal, with updates to the metadata at the portal as changes are made at the project.
The data can be maintained and provided directly by the project, or may be managed and distributed by a regional or national database project (e.g., StreamNet, Pacific Northwest Water Quality Data Exchange, etc.).  The preferred approach will depend on a number of factors including the needs of the Project Sponsors, the type of data being collected, the longevity of the project, its available IT infrastructure, and the sponsor’s  desire to maintain the data and update them as necessary.
Managing data through an existing  database project
 
A number of database projects exist to consolidate and disseminate specific subsets of environmental data in the Pacific Northwest (a partial list is contained in Table 1).  For the management of new data, and where that data type is already included in a regional database project, submitting the data to the appropriate project should be considered as a solution.  The database project would then be responsible for making the data available.  Project sponsors would need to work with the data management projects to develop a business agreement to cover the data management task and to define the roles and responsibilities of the parties. 
Database projects have different procedures for handling data, so project sponsors should contact the appropriate database project(s) early in their planning to discuss requirements and data formats.  For example, fish related data managed in the StreamNet database warehouse for BPA are usually submitted by StreamNet project staff, in the partner fish and wildlife agencies or directly to the regional database if they are independent (not BPA fundsed?) data.   Water quality data in PNWQDX are maintained within data bases within the state environmental quality agencies with a single view maintained without a separate data warehouse.  

Table 1.  Some Database / data warehouse projects in the Pacific Northwest (partial list).

	Name
	Website
	Data Types

	StreamNet
	www.streamnet.org
	Fish abundance (redd counts, dam counts, hatchery returns, etc.), fish distribution, 100K hydrography, fish related facilities (hatcheries, dams, barriers, passage, screens, etc.), hatchery releases, age, Protected Areas, etc.  Also will store and disseminate any other data.

	Pacific Northwest Water Quality Data Exchange
	http://deq12.deq.state.or.us/pnwwqx/
	Water quality, soil and sediment quality, tissue analyses, and population data

	Fish Passage Center
	www.fpc.org/
	Smolt migration, real time hatchery releases, hydropower releases, etc.

	Pacific Fisheries Information Network
	http://www.psmfc.org/pacfin/
	Commercial fish harvest data

	Recreational Fisheries Information Network
	http://www.recfin.org/
	Marine recreational fisheries data

	Regional Mark Processing Center
	http://www.rmpc.org/
	Coded-wire tag marking and recovery data, marked fish releases, etc.

	PIT Tag Information System
	http://www.psmfc.org/content/view/47/186/
	PIT tag release and recovery data.

	ADD others here
	
	Above list is mostly StreamNet Centric.


Posting data directly to the Internet 
A minimum data management infrastructure sufficient to support a project website and a commitment to maintaining project databases are required before a project can post and sustain it’s data directly via the Internet,.  For simple or small data sets, there are commercial websites that will post spreadsheets or database tables inexpensively (e.g., Google), and the URL for the location of the files can be publicized on a project website.  For larger or more complex data sets, the sponsor can arrange  to post the database on the Internet or provide the data in .ftp files, with the location linked on the project website.  
With either approach, it is essential that descriptive information (metadata), as described above and in Appendix A, be provided with the data to explain what the data are, how they were collected, who collected them, how they should and should not be used, what the various fields mean, and whom to contact to obtain more information.  The metadata should be made available to portals as described above.  More details can be obtained from NED or StreamNet.
Large data sets that require more extensive database management systems and more complex approaches to serving data, such as on-line data query tools and/or Internet Map Services require more specialized expertise and capabilities.  These  resources may be beyond the purpose and available level of support for some projects and agencies.  Some projects may be short term or not sufficiently staffed to manage databases and data distribution functions into the future.  In such cases, it could be more efficient and effective to utilize an intermediary such as a regional database project, data warehouse or participation in a DDBMS to disseminate project data.  The data management plan should consider these and describe the alternatives.  
Posting data through a distributed database management system (DDBMS)
Distributed database management systems (DDBMS’s) “pull” data from multiple, databases, as contrasted with more centralized or warehouse approaches where all data are accumulated and stored in a single database. While a distributed database system is not in place for most fish or environmental data (other than water quality) in the Pacific Northwest, the Northwest Environmental Data Network has a policy to further explore the use of this technology.  Participation in such a system will require that data be collected and maintained in accepted  exchange formats on the Internet.  An exchange web-node uses exchange technology to  pull needed data from among all databases on requrest.  
A DDBMS approach could be applied at the field office level, at an agency-wide level, or through a database project, as desired by sponsors.   Key elements include the  development and use of  agreements on contents, definitions and exchange formats by participating agencies and projects.  
CONCLUSION

The data management considerations outlined in these best practices would significantly improve the quality and availability of data available beyond the data originators.  The extent to which these practices will be used depends on 1) the development of a full suite of best practices including model data sharing agreements between entities that provide data collection and management services and the sponsors who support these efforts. 
To make a significant difference the application of best practices need to transition from ad-hoc guidance to formal business practices. It would be beneficial to the region as a whole and to any organization that uses data from outside it’s own collection programs to participate in these efforts. 
The result would be consistent Business Practices for the tasks of collecting, managing exchanging and sharing data.  The Business Practices would need to be prepared as a part of contractural arrangements between project sponsors and data collection and management entities.

Appendix A

Suggested Minimum Contents for Metadata for Tabular Data
(Get citation for source of this table)  Is this different from FGDC metadata or is this the same?)
Citation Information
Title: = "Name of the dataset." 

Originator: = "The name of an organization or individual that developed the dataset."

Pub. Date: = "The date when the data set is published or otherwise made available for release."

Location: = “the URL where data can be accessed, or the physical location of the data file”

Contact Information

Submitting Agency: = “The name of agency which submitted the list.”

Contact Person: = "The person responsible for providing access to the data."

Contact Job Position: = "The job position of the person responsible for providing access to the data."

Contact Phone: = "The telephone number by which individuals can speak to the organization or individual."

Contact E-Mail: = "The email address by which individuals can speak to the organization or individual"

Description

Abstract: = "A brief narrative summary of the dataset."

Purpose: = "A summary of the intentions with which the dataset was developed."

General Information

Project Name: = “The name of the project as used by the funding agency”

Funding Entity/Program: = “The entity and program providing funds to collect or create the dataset.”

Project Number: = “The number assigned to this project by the funding entity.”

Time Period: = "The year (and optionally month, or month and day) for which the data is applicable."

Geo. Extent: = "General description of the geographic location covered by the dataset."

Status: “Draft” or “Final”

Keywords: = "Generalized keywords to aid in searching for this document."

Intended Usage: = “A description of the intended ultimate use of the data (e.g. management decision, technical publication, peer reviewed journal, etc.)” 

Usage Caveats: = "Restrictions and legal prerequisites for using the dataset after access is granted."

Format: = “The native dataset format.”

Data Quality Information

Lineage-Source: = “A general description of the dataset source(s) and processing steps in it’s development.”

Appendix B
Draft Outline of a Data Management Plan

(For use between funding entity and project sponsor) (is this the same as the NED doc list or is it another version.  The text suggests it is the NED list?)
I. Project Description

a. Title

b. General description

II. Contacts

a. Project Leader

b. Person responsible for the data
III. Data
a. General Description
b. Collection methods.  Identify the manuals, standards or protocols being followed for data collection.  If no formal protocol is followed, provide general description of method.
c. Data capture.  Provide copy of field forms, or describe electronic tools.

d. What standards are being followed for data management (standard coding schemes, formats, etc.)?

e. Data dictionary (include data definitions, coding, units)

f. QA process / procedures
g. Data storage process and format (including data backup)
h. Where data will be stored (locally, and other databases)

i. Data “ownership” or control (describe)
j. Access to data (who, how)

k. Sensitive data (how this will be handled)
l. Long term data storage and dissemination

IV. Schedules

a. Description of data pathway and operations

b. Schedule for each node in the data flow

c. Methods for tracking data status

d. How and when data will be made available to others (schedule, rights of use, etc.)

V. Metadata

a. Provide metadata, if available at project initiation, or
b. Describe when and where metadata will be available

�I think the FGDC would argue that tabular  data can also be adequately described using FGDC standards.  I think this is already a requirement for Federal agencies in the work they complete and fund.


�This seems like a very broad definition of quality.  Can we find a definition that relates to data or information quality.  This definition also relies on the use of the word quality (twice) in the definition of what quality is.  Can we improve on this?


�I don’t completely understand the inclusion of this section or the following two sections.  It seems to be more about existing infrastucture and framework.  Are we asking decision makers to decide about technology choices?
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